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where will I talk about?

• who is he - some background 
• data management - MPI activities 
• some related CLARIN activities
• major data management dimensions 
• some basic IT principles 
• summary 



• > 80 Institutes for fundamental
research

• mainly in Germany, a few in
other countries (NL, It, etc)

• covering all disciplines 
• natural sciences
• life sciences
• social sciences
• humanities
• law 

• personally: technical director at 
one MPI, member of the MPS
IT advisory board

personal background - Max Planck Society



personal background - the institute  

• languages: unique experiments of nature 
• human mind: unique “creation” of nature to process NL

• at MPI fundamental research in mental language processing, 
language acquisition, language & cognition, neurocognition 

• methods: experiments (VR), signal processing (eye movements, gestures), 
computer‐simulations, brain imaging (EEG, fMRI), 
multimedia based observations of multimodal interaction



The Data Management Problem

Data Management is the topic of my talk 

first reality at MPI and related activities in CLARIN

is it appropriate? 
what are we doing?



data development at MPI

• MPI research is based on data - experimental and 
observations

• are we special - not really except perhaps 
• all-digital-world very early incl. digital audio/video 
• had to cope with lots of data already in the 90-ties

• two worlds: organized archive vs. huge MPI data backyard  
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The Archive (DSA quality certificate) 

• in total more than 200 TB of 
data - can store about 1 PB

• stable, robust, organized and 
coherent online archive with 50 
Terabyte of resources ready for 
eScience

• all metadata described and all 
associated with PIDs

• 4 full dynamic copies at 
remote CC with 50 years 
guarantee

• in addition 11 regional
repositories with more to come

• open deposit service



DOBES Project 

• 46 teams all over the world documenting about 70 endangered languages 
• currently every week one of the 6500 languages is dying 
• unique treasure about our heritage to be preserved for future generations 
• all annotations and analysis is manual - no NLP working 



LAT Software Suite

• full Lifecycle Support from data 
creation to semantic web like 
"exploitation" 

• standards-based where 
possible 

• modular design - all Java 

• ELAN for example one of the 
most widely used annotation 
tools in the world 

• data grid extensions

• ISO based interoperability 
extensions

ELAN/ LEXUS/ SYNPATHY
Annotation/Lexicon/Syntax

IMDI->CMDI/ ARBIL
Organization/Metadata

LAMUS/ AMS/ RSS
Data Management/ Replication

Data Archive

IMDI->CMDI/ GIS/Faceted/ OAI-PMH
Metadata Access/Harvesting

ANNEX/ IMEX/ LEXUS/ TROFA
Annotation/Pictures/Lexicon/Search

VICOS
Annotations/Relations/Conceptual Spaces

ISOcat
Semantic  

Interoperability

COSIX,  REPLIX,        
OAI-PMH Handle 

Replication 
Harvesting      

PID

Shoebox 
Transcriber CLAN           

XML 
Import/Export



professional annotation tool

controls

video player

waveform viewer

timeline viewertiers

crosshair

annotations



Computational Methods

• library of AV detectors to 
do automatic cumulative 
annotation 

• well help in efficiency 
increase and in 
theorization



TLA Governance
Navigation in Conceptual Spaces     LATDocumentation Task 



the CLARIN initiative

• European research infrastructure
initiative funded by EC and 
member states

• meant to be persistent for many
years

• meant to overcome fragmentation
in our domain, lack of virtual
integration and interoperability 

• currently >180 of the most 
strongest institutes in the field
from almost all EU countries

• personal: leader of the technical
infrastructure work



Problem to solve in CLARIN

• how to synchronize all minds in our field? 
• how much synchronization is good for our field?
• how to synchronize data and tool creation?  



Joint Metadata Domain

ISOcat concept 
registry

component 
editor

myprofile

metadata 
editor

metadata

descriptions 

CLARIN 
component 
registry

user area

component 
registration

concept 
registration

?



Virtual Language World

LRT Inventory 

IMDI Domain

DFKI Registry 

OLAC Domain

?????

DELAMAN Reg 

ELDA Catalogue 

Q&D IMDI 
based
solution

CMDI
based
solution

about 270 LRT covered
www.clarin.eu/vlo



VLO - GoogleEarth Overlay



Semantic Interoperability in Future?

ISO 12620 model 

ISOcat implementation

generic model to be used by 
many disciplines

of course restricted model



ISOcat is real



The Data Management Problem

back to the topic of my talk 

some major dimensions of concern 



Private Data Backyard in SSH

Some well-known problems: 
no-persistency, hardly any sharing, no correctness proof, etc. 

only my theory is
relevant and 
papers count

my creative
data backyard

Wall of Silence



Change in Culture necessary but ... 

Change in culture required - will not be that easy: 
• more work (management, curation), costs?, career?, quality?, etc.
• benefits for small and grand research challenges?

Linked Data Universeshould I really 
look into this
data mess?

why should I 
change?



the problem seen by everyone

Data Tidal Wave



Global Data Development



US Environmental Data Archive

Comprehensive Large Array-
data Stewardship System 
(CLASS) Storage

(reanalysis)



European Synchroton Radiation Facility 

• 10 years data volume x 
300. In 2007: 300TB
~1*108 files

• However, doubling of the 
data centre infrastructure 
(m2, kW, cooling)

• green computing is an 
issue



Video - our SSH domain 

4K  x 24

2K  x 24
HD2 x 24/25/30

HDTV x 24/25/30/60

HDV x 24/25/30/60

4K2 x 24/30/60

2K2 x 24

8K x 60

Consumer HD

HDTV

Stereo HD

Digital Cinema

Stereo 4K (future)

UHDTV (far future)

5  - 25 Mbps

20 Mbps - 1.5 Gbps

200 Mbps - 3 Gbps

250 Mbps - 7.6 Gbps

500 Mbps - 15.2 Gbps

1 - 24 Gbps

More

SHD x 24/30/60

Tiled Displays
Camera Arrays

SHD (Quad HD)250 Mbs - 6 Gbps

codec
year at 
MPI

TV Type 1 h [GB] factor

MPEG1 98 SD 0.7

MPEG2 02 SD ~ 3 ~ 5

H.264 04 SD 0.6‐...

mJPEG2000 09
SD ‐

consumer
~ 50 ~ 70

mJPEG2000 ?? HD ~ 250 ~ 350



Dimensions of Data Management

• thus we see in all disciplines (also in SSH) 
• an enormous increase in shear data volumes 
• AND in number and complexity of resources 

• how can we keep data accessible and usable? 
• Metadata 
• State of Data
• Enrichment, Curation and Costs
• Granularity, Identity and Authenticity
• Context and Aggregations
• Preservation and Interpretation
• Replication and Synchronization
• Interoperability and Standards
• Down-Load First and Ecology
• Sharing, IPR and Quality Assessment 



AND Some basic IT Principles

• Atomic Objects
• Explicit Syntax and Declared Semantics
• Persistent Identifiers
• Formats
• Standoff 



Relevance of Metadata

• functions of metadata 
• users: find useful resources in increasingly large stacks
• managers: execute proper algorithms (conversion, IPR, etc)
• depositors: check state, add new versions, etc
• funding agencies: value for money
• communities: what to be preserved 

• machines: 
• harvest them by large portals such as VLO
• allow smart filtering (virt. collections, community sites)
• NLP and other chains



Metadata - Change of Culture

• moving towards huge "market" places

• need adequate mechanisms 
• need proper tools (immediate metadata creation at lifecycle 

start such as with cameras)
• requires additional work which is seen as overhead 
• but 40 % of researchers' time is spent on finding R&T
• but must become obligatory (NSF, NWO, etc) 



State of Data

• tradition in SSH is to include samples in publications as proof 
and claim that you have the data 

• eResearch is different: you need to provide your data

• thus:
• make it explicit by depositing in a trusted repository 
• will register a unique and persistent identifier (PID) 
• PID will be associated with 

• checksum to proof authenticity 
• time stamp 
• pointers to metadata record
• pointers to copies 

• thus data is citable and identifiable 



State - Change of Culture

• thus: we need a deposit culture 

• however - there must be a trust relation
• accessibility, availability, protection, etc 
• could give our data to MS, Amazon, Google, YouTube
• but then it is "their" data - they can ask money for services
• do we already have alternatives - JEIN

• however: some linguistic data is never finished or free of bugs
• lexica, transliterations, annotations, etc

• need a culture of providing imperfect versions and updates 



Data Enrichment, Curation & Costs

• unlike traditional publications research data is dynamic 
• new versions, new annotations, new contexts, etc

• thus: any object lives in a context which is changing and
which to a large extent is user dependent 

• metadata & PIDs at object and collection level can act as glue 

• curation (towards proper standards etc) means
• creating new versions from time to time 
• of course old versions may not be touched 

• thus: format/content migration is another source of dynamics 

• to maintain interpretability curation is a must 
• late curation is very costly 
• not coherent collections may not survive due to costs 



Curation - Change of Culture

• if long-term accessibility and interpretability is wanted
we need to change cultures

• we need
• support for collection metadata (versions, contexts etc)
• better support for standards by tools 
• immediate curation at deposit level 

• but research is innovative per definition - thus will lack 
standards

• well - we will always have some chaos somewhere 



Granularity, Identity & Authenticity

• identity of an object by an explicitly registered PID record with
• checksum
• time stamp
• pointer to metadata
• pointer to copies

• but what is an object in linguistics? 
• which granularity is appropriate?

• is it a whole database with all your dynamic data in it?
• is a container appropriate requiring own application logic?
• is it a lexical entry which is part of a large lexicon?

• these issues are not at all clear
• at MPI (and others) linguistically meaningful units
such as a lexicon, a video, an annotation tier, etc 



Identity - Change of Culture

• need a culture of awareness 

• a large container is not appropriate since
• authenticity check etc will depend on own application logic
• dynamics is too high thus there is no simple versioning 

• singular lexical entries are probably not appropriate
• it makes sense to group them - based on an abstract model

• but what about semantic relations (semantic web) 

• every repository needs to define an appropriate solution 
and make its policies explicit 



Context and Aggregations 

• contextual information can be of different types
• metadata including additional information (conditions, etc)
• source files to understand annotations
• grouping of thematically related resources 
• hierarchies of such groupings 
• publications associated with a resource 
• etc

• what is the place to manage this information?
• metadata of recursive type is a good place 
• don't use header information due to a mixture of different 

information types - against stand-off principles



Context - Change of Culture

• obviously need a culture of awareness

• better tools and systematic approach in lifecycle management
• CERIF standard is a candidate for storing all types of non-

linguistic information 
• stable references are crucial 



• bit stream preservation vs. interpretation 

• 80% of all language and culture recordings are endangered 
due to deterioration of carrier substrate 

• for logistic reasons much data will be lost for ever 
• same for much of our digital data: formats and encoding 
standards change frequently 

• continuous migration and transformation required 
• replication is also required due to vulnerability of carriers, but 

replication needs to be safe  

Preservation, Replication & Interpretation

2000 years0 years 1000 years500 years250 years

clay tabletsvarious e‐media



Preservation - Change of Culture

• need much better and more systematic approaches

• change of Golden Rule:
• analog: never touch the original and set it aside 
• digital: continuously touch the resources 

• digital copying can be lossless - but need checks 
• digital migration can be without problems - but need checks

example: concatenation effects when transforming    
compressed video for example

• replication needs to be done safe and at logical level due to 
context - currently it is done at physical level with unsafe     
protocols

• storing provenance information is important to understand the 
conditions for further processing



Interoperability and Standards

• language resource creation is a highly distributed process
• also linguistic tool development is highly distributed  
• the result is a highly fragmented landscape 

• is there a Golden Way to overcome interoperability hurdles? 

• standards can help to overcome fragmentation 
• without question: UNICODE, XML, MPEG, mJPEG2k, lin

PCM, language codes (639-3), etc
• huge efforts in ISO TC37 (ISOcat, LMF, LAF, MAF etc), TEI
and of course W3C

• but - innovation rate is high and need flexibility for innovation 
• converters may help for a while



Interoperability - Change of Culture

• need a change of culture 

• software development needs to support emerging standards
• but industry wants to sell tools and does not care about 

standards from linguists 
• linguists and community should be aware and be critical 
• community needs to show more discipline - not every new   

format is really necessary 
• but who decides?

• funders should enforce better behavior 



Download first & Ecology

• currently the down-load first paradigm is dominant
• all data is first downloaded on PC
• all tools are first installed on PC

• this is
• very inefficient 
• not ecological due to much uncontrolled copying 

• needs to be replaced by cyberinfrastructure
• but yet not enough reliability, availability, security, protection
• industry offers are around - but at cost of rights 

• need more interest and benefit for sharing
• need other IPR and trust basis



Download-First - Change of Culture

• need a change of culture

• need reliable and available infrastructures for researchers 
• need professional workspaces at centers

• need a mentality of sharing data
• need a complete change in IPR: academic use 



Basic IT Principles

• all needs to be based on a few generic IT principles

• create and maintain atomic objects 
• don't mix different types of information 
• earlier granularity discussion

• use explicit syntax
• obvious but still not common practice and not tool supported

• declare semantics
• define the concepts you are using
• ISOcat is a start - will it really take up?

• use PIDs
• register all references explicitly 
• cool URIs may work for some purposes 

• use stand-off principles 



Summary 

• data driven research is dependent on easy access to all data 
• access patterns cannot be predicted due to interdisciplinary 

research 
• technology innovation allows us to create huge amounts 

and we are using all options
• this creates the need for much better data management 

strategies
• discussed some dimensions and a few basic principles
• is the situation hopeless?
• no - many ingredients are in place 
• but not systematically available and supported 
• eResearch is about offering systematic approaches 
• CLARIN is one of the initiatives to improve the situation 



End

Falls nicht to end in Babylonish scenario nous avons
still etwas time üm na te think.

Thanks for your attention!
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